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THE EU PARLIAMENT HAS GIVEN THE GREEN LIGHT FOR THE ARTIFICIAL INTELLIGENCE ACT  

 

Executive Summary  
 

▪ On 13 March 2024, the EU Parliament adopted the 

regulation laying down harmonised rules on artificial 

intelligence (AI Act). 

▪ The Act creates a cross-sectoral legal framework for 

the development and application of AI in the EU, 

which will be fully applicable by the end of a transi-

tional period of two years. 

▪ The Act takes a risk-based approach, defining various 

risk levels for AI systems. The higher the potential risks 

of an application, the higher the legal requirements 

that apply, up to and including a complete ban of cer-

tain AI practices. 

▪  “AI sandboxes” and testing procedures under real 
conditions shall encourage innovation. 

Introduction 

 

Artificial intelligence (“AI”) is no longer a vision of the fu-

ture. It is already part of our lives. The development and 

application of AI systems will determine whether compa-

nies are able to compete in the digital age. ChatGPT is a 

striking example of what is in store with the advent of AI. 

While such applications allow users to create content or 

texts on any topic without any prior knowledge, the prob-

lems with these text-generating AI systems are already 

becoming apparent. For example, AI often confidently 

states facts that are entirely made up or feeds into exist-

ing prejudices. At the same time, the potential uses of AI 

are seemingly unlimited: completely new research ave-

nues and applications are opening up in the healthcare 

sector, development in the field of self-driving vehicles is 

accelerating, while artificial intelligence can also facilitate 

the structured searching and evaluation of huge amounts 

of data or the optimisation of production processes. 
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1. Definition and risk categories under the AI Act 

 

The AI Act defines the term “AI system” very broadly as a 
machine-based system that is designed to operate with 

varying levels of autonomy and that can generate certain 

outputs (such as digital content, predictions, recommen-

dations or decisions) that are clearly defined by humans 

and influence physical or virtual environments.  

 

The main aim of the Act and its risk-based approach is to 

set limits on the use of high-risk systems without imposing 

restrictions on risk-free systems. The AI Act distinguishes 

between the following risk categories: 

 

(1) Unacceptable risk – prohibited practices AI solutions 

that come with “unacceptable” risks are completely pro-
hibited. This includes systems that are intended for “social 
scoring” purposes, i.e., evaluating or manipulating human 

behaviour. 

 

(2) High risk High-risk systems generally pose a significant 

threat to safety, fundamental rights, the environment, de-

mocracy and rule of law if they malfunction. This applies 

in particular to AI systems in the areas of critical infra-

structure management, including self-driving vehicles, 

but also AI-based systems that make decisions over ac-

cess to employment. Furthermore, AI systems that can be 

used for essential private and public services – such as 

healthcare or banking – are considered high-risk. In addi-

tion to extensive documentation and transparency obli-

gations, such high-risk systems are also subject to consid-

erable security requirements with regard to the decision-

making process and the data used for training them. Such 

systems require human oversight. In addition, a manda-

tory impact assessment – as is commonly used in other 

regulated areas of the economy – has been introduced to 

evaluate any infringement of fundamental rights. 

 

(3) Limited risk AI systems that are designed to interact 

with natural persons (e.g., in customer service applica-

tions) may be associated with limited risks due to a lack of 

transparency regarding the use of AI. The AI Act intro-

duces specific transparency obligations with respect to 

such systems. For example, if an AI system such as a chat-

bot is being used, people shall be made aware that they 

are interacting with a machine. AI providers must also en-

sure that AI-generated content is identifiable. In addition, 

AI-generated text that is published with the aim of inform-

ing the public in general must be labelled as such. This also 

applies to AI-generated audio and video content. 

 

(4) Minimal or no risk AI systems that pose only a minimal 

risk or no risk can be used freely under the AI Act. These 

include other systems that optimise production pro-

cesses, for example, or applications such as AI-enabled 

video games or spam filters.  

 

2. General purpose AI  

 

Foundation models and general purpose AI (“GPAI”), such 
as those behind ChatGPT, are covered by a separate cat-

egory under the AI Act. Such general purpose AI systems 

(as defined in the AI Act) must fulfil specific legal require-

ments. This includes an internal conformity assessment 

procedure and adequate technical documentation. Above 

all, these systems must also fulfil certain transparency re-

quirements, including compliance with EU copyright law 

and the publication of detailed summaries of the content 

used for training the systems. Additional requirements 

apply to more powerful models that could entail systemic 

risks, including model evaluations, systemic risk assess-

ments and incident reports. 

 

3. Exceptions for law enforcement authorities 

 

In principle, the Act does not allow the use of biometric 

identification systems by law enforcement authorities. 

However, there will be exceptions for narrowly defined 

emergency scenarios and in compliance with strict safety 

regulations. For example, it will be permitted to use AI sys-

tems for targeted searches for missing persons or to pre-

vent a terrorist attack. 

 

4. General civil rights 

 

In future, any natural or legal person will have the right to 

lodge a complaint about AI systems and to receive an ex-

planation for decisions made on the basis of high-risk AI 

systems that affect their rights. Complaints can be lodged 
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with the competent market surveillance authority of the 

respective EU Member State. 

 

5. Fostering innovation: AI sandboxes and “flexible” 
official discretion in favour of businesses 

 

In addition to regulating AI, legislators also hope to ac-

tively support European providers. To this end, the Act in-

cludes provisions for the introduction of AI sandboxes. 

These are test phases supported by the authorities during 

which AI systems can be developed and trained. Within 

these sandboxes, companies are allowed to process per-

sonal data more extensively and receive support regard-

ing the regulatory requirements. The Act also stipulates 

that no fines will be imposed for violations of the law – 

provided that the recommendations of the authorities are 

complied with. In addition, authorities are to exercise 

their discretion “flexibly” during this test phase.  
 

6. Sanctions mechanism 

 

The AI Act specifies that the rules are to be enforced in a 

decentralised manner by the Member States. The sanc-

tions provisions are largely based on fines, which vary in 

amount depending on the severity of the offence: 

 

The use of prohibited AI systems is subject to a fine of up 

to EUR 35 million or – if the offender is a company – up to 

7% of its total worldwide annual turnover, whichever is 

higher. 

 

In the case of permitted AI systems, fines of up to EUR 15 

million or – if the offender is a company – up to 3% of its 

worldwide annual turnover, whichever is higher, may be 

imposed if the requirements and obligations laid down in 

the Act are not complied with. In practice, this is likely to 

account for the majority of fine offences.  

 

Fines of up to EUR 7.5 million or – if the offender is a com-

pany – 1% of its worldwide annual turnover, whichever is 

higher, may still apply if incorrect, incomplete or mislead-

ing information is provided to the competent authorities 

in response to a request for information. 

 

The amount of the potential fines thus even exceeds the 

fines stipulated by the EU General Data Protection Regu-

lation (GDPR).  

 

The AI Act sets lower fines for SMEs and start-ups. 

 

7. Entry into force of the AI Act 

 

The EU Parliament adopted the AI Act on 13 March 2024. 

The Act still needs to be adopted by the European Council 

and will then be published in the Official Journal of the EU. 

 

The AI Act should enter into force 20 days after publica-

tion and, with a few exceptions, will apply in full 24 

months after entering into force. Some provisions will ap-

ply before this date. For instance, the provisions on pro-

hibited AI practices will apply after just 6 months and the 

obligations relating to general purpose AI after 12 

months. In contrast, rules on specific high-risk systems 

will only apply after three years. 

 

8. Outlook and what companies should do now 

 

Overall, the AI Act represents a comprehensive approach 

to regulating AI systems and their applications that aims 

to strike a balance between fostering innovation and pro-

tecting fundamental rights and social values. The aim is to 

create a reliable and competitive environment for the de-

velopment and use of AI in the European Union. 

 

The central focus on system security and the protection 

of fundamental rights in the AI Act is to be welcomed. De-

fining clear rules and standards for AI systems should help 

strengthen the trust of users and consumers, which is an 

essential condition for the widespread introduction of AI 

applications that will benefit both companies and society 

as a whole. 

 

While European businesses may currently criticise the im-

balance with regard to the US and Chinese markets, some 

of which are (still) unregulated or far less regulated, the 

EU AI Act – despite all the criticism of the proportionality 

of the new compliance requirements and the negative im-

pact on international competition – represents a mile-

stone in terms of creating legal certainty, which the USA 
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and China will ultimately not be able to avoid. Not only 

are similar regulations to be expected in the USA and 

China, but global companies based in these countries will 

also have to comply with the AI Act if they want to export 

to the EU. In this respect, European companies can bene-

fit from a better understanding of the compliance obliga-

tions. 

 

Regardless of whether they produce AI systems or merely 

intend to use them as part of their business, companies 

should familiarise themselves with the provisions of the 

AI Act as soon as possible and check whether they are rel-

evant to their business model. This does not only apply to 

providers of high-risk AI systems. Providers of such sys-

tems would in any case be well advised to start adapting 

their compliance structures and the corresponding docu-

mentation to the requirements of the AI Act now and pre-

paring for the mandatory conformity assessment, for ex-

ample. Even companies that use or are planning to use AI 

systems with only limited or minimal risk should, as a first 

step, carry out a legal and technical/organisational survey 

of these systems or have one carried out in order to de-

termine what the corresponding obligations are under 

the AI Act. 

 

Overall, it is to be hoped that the new AI Act will help set 

global standards for the legally watertight use of AI and 

ultimately boost Europe’s reputation as a centre of inno-
vation and technology. 
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Disclaimer 

This client briefing exclusively contains general infor-
mation which is not suitable to be used in the specific cir-

cumstances of a certain situation. It is not the purpose of 

the client briefing to serve as the basis of a commercial or 

other decision of whatever nature. The client briefing 

does not qualify as advice or a binding offer to provide 

advice or information and it is not suitable as a substitute 

for personal advice. Any decision taken on the basis of the 

content of this client briefing or of parts thereof is at the 

exclusive risk of the user. 
 

GSK Stockmann as well as the partners and employees 

mentioned in this client briefing do not give any guaran-

tee nor do GSK Stockmann or any of its partners or em-

ployees assume any liability for whatever reason regard-

ing the content of this client briefing. For that reason, we 

recommend you to request personal advice. 
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